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Abstract. Efficiently coupling single-photon emitters in the telecommunication C-

band that are not deterministically positioned to photonic structures requires both

spatial and spectral mapping. This study introduces the photoluminescence mapping

of telecom C-band self-assembled quantum dots (QDs) by confocal laser scanning

microscopy, a technique previously unexplored in this wavelength range which fulfills

these two requirements. We consider the effects of distortions inherent to any imaging

system but largely disregarded in prior works to derive accurate coordinates from

photoluminescence maps. We obtain a position uncertainty below 11 nm for 10% of the

QDs when assuming no distortions, highlighting the potential of the scanning approach.

After distortion correction, we found that the previously determined positions are on

average shifted by 428 nm from the corrected positions, demonstrating the necessity of

this correction for accurate positioning. Then, through error propagation, the position

uncertainty for 10% of the QDs increases to 110 nm.

Keywords: quantum dot imaging, confocal laser scanning microscopy, single-photon

source, telecom wavelength

1. Introduction

A shared fundamental requirement for two essential technologies in quantum

information, namely quantum networks for secure communication [1, 2, 3] and on-chip

photonic circuits for quantum computing [4, 5], is the need for single-photon emitters.

Among various solid-state candidates, semiconductor quantum dots (QDs) emerge as

a viable source of pure [6], indistinguishable [2, 7] single-photons as well as entangled

photon pairs [1, 8]. While extensively studied with intrinsic emission wavelengths below

1 µm, ongoing efforts aim to extend their emission to the telecommunication O and C

band to minimize losses in optical fibers [9]. Yet, the limited brightness of the sources

originating from the long QD excitations lifetime and the total internal reflections
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2

occurring at the surface of the semiconductor limit their direct use in scaled quantum

technologies. These restrictions can be overcome by coupling the emitters to resonant

photonic cavities fabricated in the semiconductor matrix [10, 11, 12], but deterministic

integration is complicated by multiple factors. These include challenges related to the

processing of the host material [13, 14] and fabrication imperfections that may cause

deviations in the cavity shape, leading to a spectral mismatch between the cavity mode

and the emitter [15] or limit the quality factor [15, 16]. In addition, surface defects

created during nanofabrication can broaden the linewidth of the emitter and introduce

spectral wandering [17] and random processes introduced by the growth process further

complicate the integration. The latter issue first includes the random distribution of

the QDs in the plane perpendicular to the growth direction. Second, fluctuations in

their lateral sizes introduce uncertainties in their exact emission properties (emission

wavelength and linewidth, fine structure splitting), which can be further exacerbated

by local changes in strain and charge environment [18, 19, 20]. Consequently, spatial

identification and spectral characterization of the QDs become two prerequisites for

efficient coupling to the cavity mode. Various mapping techniques have been developed

for this purpose: wide-field photoluminescence (PL) imaging [21, 22, 23], confocal PL

scanning [24], in-situ photolithography [25] and in-situ electron beam lithography (EBL)

[26]. While primarily applied to quantum dots emitting below 1 µm, these methods are

typically a compromise between ease of mapping and processing, availability and final

accuracy of the alignment. Their extension to emitters in the telecommunication O- and

C- bands has become a technological necessity, but comes with more challenges. On the

one hand, the QD excitations tend to be dimmer due to their longer lifetime, requiring

longer exposure times. For neutral excitons generated by above-band excitations,

previous studies reported lifetimes of approximately 1.29 ns for InAs QDs grown on

a metamorphic buffer (MMB) [27] and 1.32 ns for InAs/InP QDs [28], both emitting in

the C-band. In comparison, the decay time decreases to about 200 ps for GaAs QDs in

nanoholes emitting around 795 nm[29, 30] and about 800 ps for InGaAs/GaAs emitting

between 900 and 950 nm [18]. For trions, the lifetime is about 1.55 ns on average for

InAs QDs on MMB [31], and about 2.6 ns for InAs/InP QDs [32], while remaining below

1 ns for InGaAs/GaAs QDs and GaAs in nanoholes [7, 18]. Under phonon-assisted two-

photon excitation, the lifetimes of the exciton and biexciton for InAs QDs grown on

MMB [33] were found to be 1.256 ns and 446 ps respectively, while 259 ps and 120

ps were measured for GaAs QDs in nanoholes [34]. On the other hand, commercial

InGaAs cameras commonly used at these wavelengths, offer higher quantum efficiency

but typically have lower resolution and suffer from higher electronic noise compared to

Si cameras operating at shorter wavelengths. The dark current is larger by at least

four orders of magnitude depending on the cooling temperature [35, 36], making the

detection of low-intensity signals more challenging. Nonetheless, wide-field imaging of

1550 nm quantum dots has been recently demonstrated with a thermo-electrically cooled

InGaAs camera [36].

Here, we present the PL mapping of telecom C-band QDs by confocal laser
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scanning microscopy. In addition to obtaining the spatial coordinates of the emitter,

the emission wavelength of the collected photons can be simultaneously determined by a

spectrometer with a linear InGaAs photodiode array (PDA). When the full spectrum is

not required, the signal can be filtered with a narrow bandpass filter and recorded with a

superconducting nanowire single-photon detector (SNSPD), allowing a faster acquisition

and an enhanced detection of weak emitters. Besides, we detail a numerical procedure

to obtain the coordinates of the QDs from a recorded PL map. We also consider the

distortion of the acquired maps, which can result from various imperfections in the

scanning system. First, geometric deformations can arise if the optical beams do not

impinge on the center of the scanning mirror [37]. Perspective distortion may also occur

if the sample plane is not perfectly perpendicular to the objective optical axis [38], and

barrel or pincushion distortions can be caused by an aperture within the optical system

[38]. Distortions were largely overlooked by previous studies [36, 39, 40], assuming their

impact was negligible. However, the QD positions found with the imaging system can

be misleading, since even imperceptible distortions can significantly shift the actual

positions of the QDs on the acquired maps. With our method applied on a moderately

bright QD located within a 390x390 pixel photoluminescence map acquired over a

10.5-hour period, we obtain a positioning uncertainty below 15 nm when neglecting

distortions. After distortion correction, we find that the previously determined position

is shifted by 303 nm compared to the corrected QD position, underlining the need for

distortion corrections. The positioning uncertainty then increases to about 155 nm after

correction due to error propagation. For lower resolution maps (240x230 pixels), we find

that 10% of the QDs can be located with an uncertainty of 11 nm and 110 nm before and

after correction of distortions, respectively. On average, the image distortion introduced

a 428 nm shift on the QD positions.

2. Materials and Methods

The sample investigated is grown by metal-organic vapor-phase epitaxy (MOVPE)

on a Si-doped (100) GaAs substrate. The heterostructure consists of a 19.5 pairs of

AlAs/GaAs (134.4 nm/ 114.6 nm) distributed Bragg reflector, a 1150 nm InxGa1−xAs

metamorphic buffer (MMB) layer with indium content gradually increased from x =

0.015 to x = 0.4, active InAs quantum dots and a 205 nm In0.3Ga0.7As capping layer.

The presence of the MMB layer relaxes the lattice strain on the quantum dots [33, 41],

which increases their lateral size and shifts their emission wavelength to 1550 ± 20 nm.

The QD density is estimated by atomic force microscopy on a similar uncapped sample

to be approximately 3.9 × 109 cm−2, which corresponds to a mean QD separation of

160 nm. The average diameter for QDs with heights below 10 nm is 47 nm. A 5x5 grid

made of Ti (5 nm) and Au (80 nm) is patterned on the surface by EBL and lift-off. The

metal stripes are 3 µm wide and the pitch between two square unit cells is 23 µm.

As shown in Figure1(a), the sample is mounted on xyz nanopositioner stages inside

a cryostat equipped with a fixed cryogenic objective (NA = 0.77). In our scanning
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approach, the QDs are quasi-resonantly excited into the p-shell through the objective

with a pulsed laser at 1470 nm (80 MHz repetition rate) coupled to a single mode fiber.

The signal collected by the same objective is coupled to a second single mode fiber and

either directed to the spectrometer or to the SNSPD. With this confocal arrangement,

better spatial resolution can be obtained compared to the wide-field approach. The

excitation and detection beams can be deflected in steps by a dual-axis scanning mirror

with a high angular resolution (22 µrad) and good repeatability (40 µrad), allowing to

perform PL mapping. A scanning lens (f = 50 mm) and a tube lens (f = 150 mm) are

inserted between the scanning mirror and the objective to form a 4-f optical system.

The objective is designed to be apochromatic between 1170 and 1580 nm, and the

scanning and tube lenses are achromatic over the same wavelength range, but we limit

our mapping to the emission range of our QDs. In order to further minimize chromatic

aberrations, the QDs are excited quasi-resonantly. To simultaneously image the metal

grid, used as a reference for alignment, a fiber-coupled incoherent light source emitting

(LED at 1550 nm with 50 nm bandwidth) is added in the excitation path with a fiber

combiner. This configuration ensures that the spots of these two signals perfectly overlap

on the surface of the sample. After filtering the excitation laser with a long pass filter,

the detected signal then consists of the QD PL signal together with the incoherent light

reflected by the alignment marks and the surface. The choice of the emission wavelength

for the LED ensures that both the PL signal and the reflected incoherent light share

at the same focal point. By comparing the reflectance of gold with InGaAs at 1550

nm, the markers are expected to be approximately three times brighter than the bare

surface. The use of an incoherent light source is necessary to avoid diffraction patterns

at the edges of the grid, which simplifies its detection. We estimate the spot size to be

close to the Rayleigh diffraction limit. Assuming uniform illumination of the objective,

the resulting lateral resolution of the scanner is therefore d = 0.61 · λ/NA ≈ 1.23µm,

which is smaller than the width of the metal strips and ensures their identification. To

compare with our scanning-based imaging, a wide-field image of the surface can also

be obtained with an InGaAs SWIR camera (1280x1024 pixels chip) thermo-electrically

cooled to 10◦C. The QDs are then off-resonantly excited with a 650 nm LED, and the

metal grid is imaged by reflection of 1550 nm light generated by a free-space LED. The

signal is filtered with a (1550 ± 6) nm bandpass filter and then focused with a lens to

fill the camera sensor area with a x150 magnification.

3. Results

3.1. Wavelength resolution

One unit cell of the grid and the QDs are initially imaged by wide-field microscopy

with the camera in a single acquisition (6s), as shown in Figure 1(b) in gray-scale. By

reflecting the 1550 nm LED light, the gold metal strips are distinct from the InGaAs

surface, despite being approximately 40% darker. This effect is due to the background
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PL emission of our sample [41], whose intensity is comparable to that of the reflected

1550 nm light. The choice of LED intensity and integration time is a compromise be-

tween three desirable features of the image: the grid imaged by reflection with a good

contrast, the PL signal of the QDs [33] not masked by the reflected signal and the pixels

not being saturated. With the current configuration found as optimal, the signal of the

QDs is larger than that of the InGaAs surface by factor between 1.3 and 2, depending

on the brightness of the QD. A larger contrast could in principle be achieved by imaging

a sample without background emission in the spectral range of interest. The edges of

the grid exhibit a slight blurring due to the large diffraction-limited spot size and are

clearly discernible by an intensity dip caused by scattering, which is a beneficial feature

for localization. Specifically, the inner of the metal strips and the InGaAs surface are

brighter than the edges by factors of about 1.3 and 2.1, respectively. The noise level

of the camera constitutes 1% of the grayscale, resulting in a PL signal to camera noise

around 10 for QDs with an average brightness. At this level, the emitters can be lo-

calized with good accuracy [36]. To get more insight on the spectral properties of QDs

detected by the camera, PL spectra can be acquired by locally exciting with the laser

and measuring the dispersed PL signal with the PDA, as shown in Figure 1(c). As a

consequence of the high density of QDs, the spectra consist of numerous lines originat-

ing from multiple QDs excited within the laser spot area. Therefore, the majority of

the spots captured by the camera likely stem from clusters of QDs rather than indi-

vidual ones, even when employing the 12 nm bandwidth filter. In principle, this effect

can be mitigated by reducing the bandwidth of the filter to 1 or 2 nm. However, the

signal-to-noise ratio will decrease to the extent that individual emitters can no longer

be localized efficiently. We note that a more sophisticated camera with a better cooling

system to lower the noise level may alleviate this issue, but imaging dim emitters will

remain challenging.

An image of the same unit cell was also obtained by confocal laser scanning

microscopy. The signal was recorded with the spectrometer and the liquid nitrogen-

cooled InGaAs PDA. At each step, PL spectra were recorded with a 55 pm wavelength

resolution within a 28 nm range. Despite the longer acquisition time (7h for a

160x160 pixels image), the emission wavelength and the position of the QDs can be

simultaneously recorded. Figure 1(d) depicts only the QDs emitting at 1551.6nm which

are well-isolated by the narrow filtering. The lineshape can also be investigated from

the PL spectra, as shown in Figure 1(c). The QD ”A” exhibits the desirable sharp

and isolated emission line and previous studies [27, 33] on the same type of QDs

demonstrated that it can be a promising single photon source. The emission lines

of the other labeled QDs are broader and may overlap with adjacent lines, which would

likely not be considered for integration. With the chosen intensity of the LED signal,

the intensity of the reflected light on InGaAs surface is larger by a factor of about

5.8 than that measured at the edges of the marker. Similarly, this factor is about 4.9

between the inner part of the markers and their edges. With the background level
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of the camera being as low as 50 counts/s, the QD can be detected with a signal-to-

noise ratio around 150. Since the count rate is below saturation (6.5 × 104 counts/s),

the LED intensity could be increased further to enhance the contrast between the grid

and the surface without compromising the contrast between the QDs and the surface.

The better performances in terms of spectral filtering while achieving a higher contrast

and significantly larger signal-to-noise ratio demonstrate the viability of the scanning

approach to localize telecom QDs.
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Figure 1. (a) Sketch of the confocal laser scanning microscope and wide-field imaging

system. (b) Wide-field PL image of the sample after filtering with a (1550 ± 6)

nm bandpass. The exposure time was set to 6s. The two dark spots on the image

correspond to two metal markers used to label the unit cell. (c) Four PL spectra

showing the emission line (red dot) of the QDs emitting at 1551.6 nm and labeled

A, B, C and D in (d). The QDs were excited by the laser and the signal recorded

with the InGaAs PDA consists of the diffracted PL signal together with reflected light

incoherent light.(d) PL map at 1551.6 nm of the previous unit cell obtained by scanning

and by recording the diffracted signal with the InGaAs sensor. For the two images,

the scale bar is 3 µm and distortions have been corrected.

3.2. Procedure to locate the QDs

To detail our methodology for QD localization, we consider one unit-cell as shown by

the scanning electron microscopy (SEM) image in Figure 2(a). The patterned EBL grid
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does not exhibit discernible deformations that could have occurred during writing, as

confirmed by inspection under the SEM. Henceforth, we proceed with the assumption

that the imaged grids match the EBL pattern file. A high-resolution grayscale PL

scan (390x390 pixels, corresponding to angular steps of 0.0023◦) of this unit cell was

acquired, as shown in Figure 2(b). The signal was filtered at (1550 ± 0.5) nm with

a fiber Fabry-Perot and detected with an SNSPD. Photons were counted for 100 ms

by the built-in driver of the detector and recorded by the control computer at each

scanning step (communication delay of 150 ms). Compared to the previous detection

method with the spectrometer, the scanning speed is increased by a factor of five and the

narrow filtering still allows for the identification of QDs with non-overlapping emission

profiles. However, the contrast between the metal strips and the surface is insufficient

to accurately identify the edges. Therefore, the power of the LED signal at 1550 nm

was increased, as shown in Figure 2(c). The QDs remain easily discernible above the

reflected light background. The morphology of the surface, characterized by a cross-

hatch pattern typical of heterostructure with a MMB [42, 43], also becomes apparent.

Some faint shadows of edges can be seen due to instrument aberrations, but this artifact

does not affect the image analysis. The horizontal line-cut (Figure 2(e)) reveals that the

edges of the strip are darker by at least a factor 3 and 5 compared to the inner section

of strip and the InGaAs surface, respectively. Despite the reflected background, the

amplitude of the QDs highlighted still represents between 15 and 23 % of the grayscale

intensity of the map.
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Figure 2. (a) SEM image of the investigated unit cell. The scale bar is 3 µm for

the SEM image and the PL maps. (b) Grayscale PL image acquired by scanning and

recording the signal with a fiber Fabry-Perot and an SNSPD. The whole acquisition

took 10.5h. (c) Same PL map acquired with more incoherent light at 1550 nm to

enhance the reflected signal on the metal strips. The dashed white lines indicate

the center of the metal strips obtained after edge detection. The pixel size is 86.2

nm, calculated from the distance between the corners C1 and C3. (d) PL map after

perspective transform correction. (e) Horizontal line-cut at the position indicated by

the two arrows in the map. The green and blue regions highlight the metal strips and

bright QDs, respectively. The edges of the metal strip are found by gaussian fitting.

(f) Fitting of the QD indicated by the black square in (c) by an elliptical gaussian

distribution. The FWHM are ≈ 732.8 nm and ≈ 659.6 nm along the x-axis and y-axis,

respectively.

Page 8 of 17AUTHOR SUBMITTED MANUSCRIPT - NANO-137063.R2

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
cc

ep
te

d 
M

an
us

cr
ip

t



9

The strategy to locate the QDs consists in first finding the four inner and outer

edges of the grid with multiple horizontal or vertical line-cuts. For each of them, the

minimum of the intensity dip at the edge is fit with a gaussian function with the least-

squares method. The FWHM of the fitted profile is on average 940 nm for the four

edges in the line-cut shown in Figure 2(e). The middle distance between the inner

and outer edges is then linearly fitted with a slope si and intercept ri by least-squares

method (i=1,..,4 for the four strips). The curved edges near the crosses are avoided

for better accuracy. The intersections of the four lines provide the four corners of the

grid Ci = (Ci,x, Ci,y), forming a basis to locate the QDs. Finally, the QD centers are

found by fitting their emission profile with an elliptical gaussian function, as depicted

in Figure 2(f). For a QD with average brightness, boxed in Figure 2(c), the fitting

standard error on the position of the center is σQD,x = 3.6 nm and σQD,y = 3.3 nm

(σQD =
√

(σQD,x)2 + (σQD,y)2 = 4.8 nm).

A close inspection of the scanned PL map reveals a distortion of the detected

grid, stemming from aberrations introduced by the imaging system. Typically resulting

from a combination of multiple causes such as imperfect alignment, placement and

specifications of the optical components, the aberrations can be minimized but never

completely eliminated. A shearing, an elongation or a combination of both in the

image could also originate from a linear drift of the sample inside the cryostat during

acquisition. However, we could repeat the same deformation as observed in Figure 2(c)

by running a faster map, which indicates that it is primarily introduced by the scanner.

These distortions modify the positions of the corners and the QDs on the map and have

to be corrected to obtain accurate coordinates.

In our correction process, we consider both linear transformations (rotation, scaling,

shearing and translation) and non-orthogonal transformations (perspective) [44]. Given

the small angles scanned by the mirror and therefore the scan field of view, we

approximate higher order effects like barrel and pin-cushion to a perspective deformation

on the scale of the acquired map. For each point of the map, the corrected coordinates

X
′
= (x

′
, y

′
) are found from the 3x3 perspective matrix P and the distorted coordinates

X = (x, y) as: tx
′

ty
′

t

 =

a1 a2 a3
a4 a5 a6
a7 a8 1


x

y

1

 . (1)

The coefficients of the matrix P are derived by solving the system of 8 equations,

which maps the coordinates of the four distorted corners Ci to the corners C
′

i of an ideal

unit cell. To construct the latter, we choose the two corners found with the smallest

error as invariant (C1 and C3), while the other two are geometrically constructed. Other

constructions are possible: the resulting map would then differ by a rotation and scaling

factor, but the QD position after correction would remain the same in the reference frame

of the corrected corners. While identifying four corners in the distorted map is required

to define the perspective transformation, finding the distance of the QD with respect
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to two corrected corners is sufficient to know its position, and knowing its distance to

the two other corners will not enhance the accuracy. Figure 2(d) shows the PL map

after correction, and the disparities with the uncorrected map are hardly noticeable.

The QD positions are corrected by applying the perspective transform (eq. 1) to the

distorted coordinates as found in Figure 2(f). In this case, the QD corrected position

lies 298.0 nm and 53.7 nm away from its originally found position, in the x- and y-

directions respectively, which corresponds to a total distance of 302.8 nm. Compared

to photonic structures typically on the scale of 1 to 2 µm, these values are significant

and thus emphasize the need for correcting the distortions in order to obtain a good

alignment.

3.3. Uncertainty on the position

For each of the four lines fitting the middle of the fours strips, we write σs,i and σr,i

the fitting standard errors of the slope and intercept, respectively. Since the lines were

detected separately and away from the corners, the uncertainties on the slopes and

intercepts are uncorrelated. The coordinates of the corners Ci are found by solving the

linear system of two intersecting lines, and we write σCi
= (σCi,x

, σCi,y
) the uncertainty

on their positions. By error propagation, they are expressed as:

σCi,x =

√∑
n

[
(
∂Ci,x

∂sn
σs,n)2 + (

∂Ci,x

∂rn
σr,n)2

]
, (2)

where n corresponds to the index of the two lines used to find the corner Ci.

A similar expression is found for the y-coordinate of the corners. The full form

equations are derived analytically with Wolfram Mathematica and the numerical values

can be subsequently computed. We define the error on the position of the corner as

σCi
=

√
(σCi,x

)2 + (σCi,y
)2, which lays between 13.2 nm and 56.8 nm depending on the

corner. Without correcting the distortion, the error on the position of the QD with

respect to one of the corners [40] is then σQD+Ci
=

√
(σQD)2 + (σCi

)2, which is equal to

14.0 nm by choosing the corner C3 found with the smallest error.

By correcting the distortion of the image, the error on the position of the distorted

corners Ci must be propagated to the perspective transform P. The positions of the

destination corners C
′

i are by definition ideal and do not bear any error. The uncertainty

of the coefficients ai is then calculated by:

σai =

√√√√ 4∑
i=1

[
(
∂ai
∂Ci,x

σCi,x
)2 + (

∂ai
∂Ci,y

σCi,y
)2
]
. (3)

Finally, the uncertainty σ
′
X = (σx

′ , σy
′ ) on the corrected position X

′
of each point

of the map is given by:
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11

σx′ =

√√√√ 8∑
i=1

[
(
∂x′

∂ai
σai)

2
]
+(

∂x′

∂x
σx)2 + (

∂x′

∂y
σy)2, (4)

where σX = (σx, σy) is the uncertainty of the location of a point in the distorted

map. A similar equation is found for σy
′ . The propagation of errors for the QD

located in Figure 2(c) gives σQD,x′ = 123.4 nm and σQD,y′ = 93.8 nm (σQD′ =√
(σQD,x′)2 + (σQD,y′)2 = 155.0 nm and σQD′ = σQD′+C

′
3
since there is no error in the

position of C
′
3). These values, significantly larger than that obtained before corrections,

show that the distortion is the dominant source of errors in our mapping technique. To

contextualize these errors, we simulated by Finite-Difference Time-Domain (Figure 3(a))

the enhancement in collection efficiency at 1550 nm provided by etching a pillar

(diameter 2.3 µm and height 500 nm) in our sample. A perfectly aligned QD with

the center of the pillar results in a 23% collection efficiency by the microscope objective.

As illustrated in Figure 3(b), the design proves resilient to a misalignment below 80 nm

which lays within the capabilities of our scanner in the absence of distortions, but a

shift of around 155 nm would degrade the performance down to 14%.
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4. Discussion

0 200 400 600 800
0

0.05

0.10

0.15

0.20

0.25

0 20 40 60
0

2

4

6

8

 Uncertainty (nm)
0 20 40 60 80 100

N
u
m

b
er

 o
f 

Q
D

s

N
u
m

b
er

 o
f 

m
ap

s

 Uncertainty (nm) Uncertainty (nm)

(d)

(c)

(e)

(a) (b)

E
xt

ra
ct

io
n
 e

ff
ic

ie
n
cy

Misalignement of the QD (nm)
0

0

1

1

-1

-1
X (μm)

Z
 (
μ
m

)

0

1

In
te

n
si

ty
(a

.
u
.)

In
te

n
si

ty
 (

a.
 u

.)

0 100 200 300 500400
0

2

4

6

8

10
C1
C2

C3
C4

250

200

150

100

50

0

Figure 3. (a) Electric field intensity (E2) profile of a pillar etched (diameter 2.3 µm

and height 500 nm) in the sample (purple: capping layer, blue: metamorphic buffer,

yellow: AlAs, Green: GaAs). (b) Influence of the misalignment QD/pillar on the

collection efficiency. (c) Example of a 240x230 pixels grayscale PL image as acquired.

The scale bar is 3 µm. (d) Histogram of the errors on the location of the four corners.

The orientation of all maps remains consistent, with the labeling of the four corners

following the convention established in Figure 2. (d) Histogram of the error on the QDs

position located in the 24 grids before (left) and after (right) correction of distortions,

fitted by a log-normal distribution (red line).

In contrast to previous studies employing wide-field imaging, our confocal laser scanner

can provide the PL spectra of the mapped QDs, allowing to spatially and spectrally

couple them to fabricated photonic structures. To compare our alignment accuracy,

and specifically with emitters at 1550 nm, we note that an uncertainty below 80 nm for

10 % of the emitters has been demonstrated with wide-field imaging [36]. Our mapping

technique reaches an even lower level, assuming a perfectly aligned scanner. Yet, we find

that the correction of distortions, even visually imperceptible, can significantly increase

the final uncertainty by error propagation. An even more precise adjustment of our

instrument will noticeably help to minimize distortions. We also conducted a more

in-depth analysis of the effects of distortions which are, to the best of our knowledge,

neglected in earlier works. For QDs emitting below 1 µm, marker-based PL imaging

locates the QDs with uncertainties below 10 nm, but offsets between the QD and the

fabricated photonic structure are often measured up to 100 nm even after subtraction

of the error introduced by EBL [40]. The quality of the marker and the fitting method
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may contribute to this discrepancy, but a deformation of the whole image such as a

perspective or a barrel/pin-cushion could also have an impact at such a small scale.

The better performance of in-situ EBL [26], where the photonic structure is directly

fabricated on the QD without the need of marker-based positioning, also hints towards

detrimental effects of distortions.

To demonstrate the repeatability of both the mapping and the analysis approach

described above, QDs were located over 24 unit cells distributed across the chip. The

angular stepsize was changed to 0.0040◦ for faster acquisition of 240x230 pixels PL maps,

as shown in Figure 3(c). A degradation of the positioning accuracy compared to the

higher resolution map in Figure 2(c) is therefore expected due to the larger pixel size,

but this does not influence the positioning error distribution. The histogram of the error

σCi
on the position of the four corners (Figure 3(d)) indicates that the mean error varies

with the corner fitted, from 22.8 nm for the top left corner to 78.0 nm for the bottom

right corner. This systematic difference can be attributed to a change of contrast at the

edges of the metal strips, possibly due to a tilt of the sample. On this set of PL maps,

QDs were located prior to any processing, and then mapped to their distortion-free

positions. On average, we obtain a shift in their position of 427.9 nm, underscoring the

importance of the distortion correction procedure. Figure 3(e) depicts the distribution

of the uncertainty on their position σQD+C3 and σQD′ before and after the distortion

correction, respectively. The uncertainty profiles can be best fitted with a log-normal

distribution, and we obtain a median error of 27.9 nm and 216.5 nm, respectively. We

find that 10% of the QDs have an uncertainty below 11 nm and 110 nm, respectively.

The spread of the uncertainty distributions can stem from various factors, including the

proximity of the surface to the focal plane of the objective, the brightness of the QD,

the severity of the distortion at the QD location or the presence of weak neighboring

emitters affecting the spatial profile.

We expect that a better positioning accuracy of the scanner can be obtained by

imaging a sample without any background emission at telecom wavelength, as well as

by improving the alignment accuracy which would reduce the amount of distortions.

Indeed, the scanning mirror could be mounted on translation stages to ensure that the

optical beams impinge on its center in order to avoid geometric distortions. Similarly,

the scan and tube lenses could also be mounted on translation stages to improve the 4-f

system. If space allows, increasing the focal lengths of the lenses and thus increasing

their radii of curvature would minimize spherical aberrations. Finally, a perspective

effect can occur if the sample plane is not perpendicular to the optical axis of the

objective. This could be compensated for by inserting tilting stages on top of the xyz

stack in the cryostat.

Further improvements of the scanning microscope can be envisioned. Pumping

the QDs above-band within the achromatic range of the optics would reduce the laser

excitation spot size, thereby decreasing the lateral size of the QDs in the images. This

reduction could potentially minimize the overlap between neighboring QDs and enhance

the fitting accuracy. In terms of scanning speed, the photon counts could be continuously
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recorded along with trigger signals generated by the scanning mirror at each step by

a fast counting card. The resulting PL map would only be retrieved at the end of

the acquisition. This scheme would suppress the communication delay at each step,

reducing the acquisition time of the PL maps presented above by a factor 2.5, increasing

the throughput of our system. This reduction would also be advantageous since the map

acquisition would become more robust against potential sample drift. Thereafter, the

reflected signal around 1550 nm used for marker identification could be separated from

the PL signal of the sample by a narrow-band notch filter at the emission wavelength

of interest of the QDs and placed after the longpass filter. In this configuration, one

avalanche photodiode or SNSPD would detect the reflected signal while another one

would detect the PL signal further filtered by the Fabry Perot at a wavelength inside of

the notch filter bandwidth. With such a setup, the intensity of the 1550 nm LED used

to image to the metal strips can be increased without raising the overall background of

the map.

5. Conclusion

In conclusion, we used confocal laser scanning microscopy for both spatial localization

and spectral characterization of QDs emitting in the telecom C-band. This approach

isolates and locates dense and dim emitters within a narrow spectral bandwidth, with

a better contrast and signal-to-noise ratio than the wide-field imaging technique. Our

method demonstrates an alignment uncertainty below 11 nm for 240x230 pixel maps

for 10% of the QDs, in the absence of distortions of the image. Yet, we found that

the QD positions in the as-acquired PL maps were shifted by 428 nm on average

compared to their corrected positions due to optical distortions in our system. After

distortion correction and error propagation, the final uncertainty increases to 110 nm.

This non-negligible shift underlines the need to consider the detrimental effects of

distortions for accurate positioning, given their unavoidable occurrence in any optical

system. Fabrication of photonic structures such as micro-pillars and micro-lenses which

tolerate our current alignment error is already possible with our scanner capabilities.

We anticipate that an even finer alignment to reduce aberrations of the system will

enhance the final accuracy, enabling fabrication of more sophisticated devices based on

photonic cavities or circular Bragg gratings.
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